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Abstract— We introduce "Natural" differential privacy (NDP) -- which utilizes features of existing hardware architecture to implement differentially private computations. We show that NDP both guarantees strong bounds on privacy loss and constitutes a practical exception to no-free-lunch theorems on privacy. We describe how NDP can be efficiently implemented and how it aligns with recognized privacy principles and frameworks.
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I. INTRODUCTION

Differential privacy offers provable privacy guarantees [6] but has been criticized as difficult to integrate into existing data production systems and requiring substantial utility loss. [7]

We introduce natural differential privacy (NDP) -- a framework for guaranteeing differential privacy for arbitrary computations by leveraging features of existing hardware architectures and natural sources of entropy.

NDP provides all the advantages of "pure" differential privacy as originally formulated in [35], not resorting to any of the myriad relaxed definitions that provide weaker guarantees [36]. NDP provides a worst-case bound on the privacy loss that is substantially better than some high-profile, large-scale commercial implementations of DP.

Moreover, in contrast to existing implementations, NDP provides privacy by default for all computations on a platform. Furthermore, NDP is simple and inexpensive to implement at a large scale and requires no practical reduction in utility or performance.

II. PRELIMINARIES & DEFINITION

We consider the setting of a dataset $x$ consisting of $n$ records, where each record is a bitstring of dimension $d$. We view each row as containing the data of a single individual. Databases $x$ and $x'$ are neighboring if they differ in at most one record. A mechanism $M$ is a randomized mapping from datasets to some set of possible outputs $Y$.

Definition 2.1 ($\varepsilon$-Differential Privacy ($\varepsilon$-DP) [3]). $M$ is $\varepsilon$-differentially private if for all neighboring datasets $x$ and $x'$, and for all sets $S \subseteq Y$:

$$\Pr[M(x) \in S] \leq e^\varepsilon \cdot \Pr[M(x') \in S]$$

where the probabilities are taken over $M$’s coins.

NDP is defined as any system that integrates DP protections directly in a Von Neumann architecture [8] via hardware implementation using persistent sources of entropy for noise infusion. By construction, every internal computation by an NDP system integrates noise infusion guaranteeing ($\varepsilon$, 0)-DP. And because DP preserves privacy under postprocessing -- all outputs from the system are thus ($\varepsilon$, 0)-DP

Implementation: NDP applies to the computation of arbitrary $m$-bit functions $f$ of the data $x$, for any $m$. To evaluate the NDP-version of $f$, one simply evaluates $f$ on a RAM machine. For best results, the RAM should be operated at or above sea level.

We use as a building block the Randomized Response mechanism. The Randomized Response mechanism is parameterized by a probability $0 < p < 0.5$, and we denote the corresponding mechanism $RR_p$. $RR_p$ takes as input a bit $b \in \{0, 1\}$, and outputs $1-b$ with probability $p$, otherwise outputting $b$. Results established in [16] provide a formula for the exact equivalence between the probability of randomized response and the epsilon parameter. For any $p < 0.5$, equation 2 expresses this relationship:

$$1-p = \exp(\varepsilon)/(1 + \exp(\varepsilon))$$
Privacy parameters: Let \( T_{in} > 0 \) and \( T_{out} > 0 \) be the length of time that the input \( x \) and output \( f(x) \) are stored in RAM over the course of the computation, respectively.\(^1\)

Each computation has a corresponding parameter \( q \) that depends on the environment within which the computation is performed. Thus \( q \) is the probability of any single bit flip caused by cosmic rays occurring on 1 GB of RAM over the course of 1 day (see Table 1). From \( q \), it is easy to derive the probability that any single bit is flipped in the period \( T_{in} \) or \( T_{out} \). Using \( p \) and applying equation 1, it is straightforward to solve for \( \varepsilon \).

III. RELATED WORK

Current implementations of DP at scale have used artificial (non-natural) DP. Because of the substantial utility tradeoffs that artificial DP often requires -- commercial implementations often use values of epsilon well above 1. Recent large-scale implementations of differential privacy by major corporations (including Google and Apple) have employed effective epsilon levels ranging from dozens to hundreds -- with one major implementation exceeding seven hundred and fifty.\(^2\) [28]

Other variants of DP, such as epsilon-delta DP and concentrated DP have been proposed [4]. However, these variants relax the definition of DP yielding weaker privacy properties. (We refer henceforth to such relaxations as 'artificial.')

Natural sources of entropy for noise diffusion have been studied for over four decades [10]. Their importance in security and privacy has been recognized in related areas:

- Bit flipping induced by radiation or other environmental conditions has been previously used for practical attacks against system security [9,32].
- The importance of high-quality random number generation for all differential privacy methods has recently been recognized. [34] In practice, nearly all implementations rely on pseudo-random sequences seeded from a physical entropy source. The use of physical sources of randomness for direct noise infusion has not been well-examined.

- More recently, the inherent instability of quantum computation has been examined as a theoretical source of protective noise infusion -- although practical implementation remains far off. [33]

IV. ADVANTAGES OF NDP

Although natural noise infusion has been studied in related work, the use of natural sources directly for differential privacy is novel. The NDP approach offers a number of advantages:

- NDP protects all computations made on a system.
- NDP does not require any relaxation of the formal differential privacy guarantees -- unlike artificial DP variants.
- NDP is simple to implement and inexpensive to deploy.
- NDP provides protections that are substantively equivalent (or better) than the formal guarantees provided by notable commercial implementations -- while maintaining higher utility, substantially reducing implementation cost, and extending protection to a broader range of computations.

Further, DP has additional attractive features:

1. First, NDP encourages privacy by design [15] -- NDP can be integrated into hardware architecture, systems design, and facility deployment, as well as at the application level.
2. Second, NDP provides privacy by default [16] since a floor for protection is provided for all users without requiring any opt-ins [17].
3. Third, NDP aligns well with the widely adopted 'five safes framework' [20]. Specifically, it uses architectural privacy by design to guarantee 'safe outputs.'
4. Fourth, NDP can be implemented either at the time of manufacture or during deployment. This facilitates certification and auditing of secure hardware and facilities.
5. Fifth, NDP provides guaranteed, measurable privacy with zero marginal utility loss --

\(^1\)If the portions of the input (respectively, output) are in RAM for different lengths of time, then we take \( T_{in} \) (resp., \( T_{out} \) to be the minimum time over every bit of the input (resp., output).]

\(^2\)Estimates are for the effective protection of user information over a month of activity. Because of composition effects, the effective epsilon for protection of a user information in these systems grows geometrically over time. Thus a cumulative epsilons of ten thousands or more is possible for frequent, long-term users of these systems.
V. SETTING PRIVACY PARAMETERS WITHIN NDP SYSTEMS

NDP, when fully integrated into the architecture, operates by default, continuously, and at the hardware level. In modern architectures, which implement random access memory using MOSFET technology, bit-flipping is an ideal mechanism for noise infusion.

At manufacturing time, the infusion of readily available alpha sources into memory chip packaging material requires no increase in manufacturing cost. This approach can be used to ensure a maximum bound for epsilon that is both auditable through inspection and can be verified through hardware certification processes.  

More generally, ionizing radiation provides a natural and ubiquitous source for inducing randomized response at the bit level -- acting through the injection of memory faults. Utilizing this physical mechanism for entropy provides true randomness, which provides stronger formal guarantees than pseudorandom number generation [27,34].

Results established in [14] provide a formula for the exact equivalence between the probability of randomized response and the epsilon parameter.

\[ p = \frac{1}{1 + \exp(\epsilon)} \]  

Many sources of radiation are readily available, as shown in Figure 1.

Fig. 1. Comparison of Readily Available Entropy Sources for Setting $\epsilon$
(Source [2], placed in the public domain)

Post-manufacture, maximum bounds on epsilon can be further reduced at deployment time through the positioning of the hardware. Entire computing facilities may be certified as safe using this method.

Conveniently, cosmic rays cause i.i.d. bit flips at a rate directly related to the level of cosmic radiation (typically measured in micro-sieverts) exposure, which is itself a function of atmospheric density (above sea level) and crustal density (below sea level) at a given altitude. The levels of radiation experienced at specified altitude relative to sea level has been established empirically and fits a geometric distribution within near-earth orbiting distances. Using these empirical results and equation 2, we can derive the effective value of epsilon at exemplar locations, as shown in Table 2.

---

3 In theory, theory and practice are the same -- in practice, they differ. See [18,19] for the original formulation by Brewster, and contributions attributed to Berra and Einstein.

4 Even without changes in manufacturing processes, manufacturers can readily certify that their RAM is not unsafe by design -- in that it does not provide ECC or this feature has been disabled (e.g. at the firmware level).
Note that relative to baseline, very low values of epsilon can be achieved through altitudinal adjustment. Further note that the level of epsilon provided naturally at sea level is more protective than the level provided by the most notable and largest scale production implementations of differential privacy to date. [13] Finally, in practice, the effective epsilon will be statistically indistinguishable from implementations using a theoretically lower value.6

At runtime, noise injection can readily and effectively be achieved by altering the thermal operating environment. [32] Further, in high-density computing deployments, simply reducing the level of external cooling will not only increase protective noise infusion but also reduce electricity usage -- benefitting

<table>
<thead>
<tr>
<th>$m$ (sea-level)</th>
<th>Exemplar Location</th>
<th>Exemplar</th>
<th>Error /GBs/Day</th>
<th>Max ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3840</td>
<td>Mponeng gold mine</td>
<td>0</td>
<td>0</td>
<td>$\infty$</td>
</tr>
<tr>
<td>10</td>
<td>Cambridge, MA</td>
<td>0.06</td>
<td>.2</td>
<td>33.70711</td>
</tr>
<tr>
<td>1742</td>
<td>Mount Wilson observatory</td>
<td>0.237</td>
<td>2</td>
<td>31.39832</td>
</tr>
<tr>
<td>10000</td>
<td>Jet airplane lower cruising</td>
<td>6</td>
<td>60</td>
<td>27.99537</td>
</tr>
<tr>
<td>781000</td>
<td>Iridium Satellite Constellation</td>
<td>60</td>
<td>600</td>
<td>25.69307</td>
</tr>
</tbody>
</table>

VI. LIMITATIONS

On occasion, serious points are best conveyed through humor.7 This article is intended as a work of (serious) humor. While each of the individual technical assertions in the article is true, catastrophic drawbacks are omitted or glossed over. Thus the substantial benefits claimed for the method, particularly in section IIIB, are paradoxically misleading.

For example, some of the limitations of the above proposal include the following:

- Use of ε above 1, although frequent in practice, requires caution.
- It is rarely the proper objective of law or public policy to protect the privacy of an 'event.' It is usually a more appropriate policy goal to protect the privacy of a persistent actor -- such as a person, organization, or designated group of people.
- Information about an event or other unit of protection is rarely limited to a single bit. Where measurements of the unit of protection comprise multiple bits, composition will multiplicatively increase the effective ε.
- Randomized response does not generally result in an efficient tradeoff between privacy and utility -- especially as the effective information measured grows large.
- Inducing bit flipping at random in main memory causes unwanted side effects -- such as entirely incorrect results, nonsensical output, program failures, and system crashes.
- Thus, there is no market for unreliable RAM, despite the low cost of manufacture.
- Further, introducing ionizing radiation to the deployment site to achieve a meaningful level of protection may risk exposure to lethal amounts of radiation. This potentially violates

---

5 Derivative-free numerical minimization [26] is used to obtain epsilon corresponding to p, given Equation 2. Bit-level frequency data is provided by [25,29]. Epsilon levels are calculated for protection at the (bit) event-level, which is the most practical unit of protection for streaming systems [24] -- and has been used at scale for public release of large scale Facebook data for scientific research [21]. To calculate epsilon for other units of protection, it is straightforward to calculate the effective epsilon by using the standard dp composition formula across the maximum number of shared events in the computation [23]. Even under composition, the effective epsilon remains trivially small relative to the baseline.

6 Assuming a continuous audit period of one hour, and conventional levels of statistical significance (p=.05) is used, the observed value at sea level will not be statistically distinguishable from a theoretical epsilon of 31.91007. (Zero bits flipped will be observed during that period at either level of epsilon, during at least 95% of audits).

7 See [30] for foundations of this principle, and [31] for both a modern defense and exemplar of the principle.
local regulations, national laws, and international treaties.

These limitations notwithstanding, there is a sense in which cosmic rays formally induce $\varepsilon$-DP. Further, the epsilon values used by some large-scale commercial implementations of DP provide provable worst-case privacy-loss guarantees that are arguably no stronger than those provided by cosmic rays in Cambridge.

When very high values of epsilon are employed claims that such systems provide formal protection are misleading -- but this does not imply that such systems provide no protection: As techniques for measuring privacy-loss continue to evolve, we may come to understand that some systems are more protective than initially proved. Or these implementations may provide useful protection in particular contexts even if such protections are not formally provable.

Most important, this parody illustrates that neither formal privacy guarantees nor compliance with privacy principles are sufficient for adequate protection. Provable guarantees, such as those provided by differential privacy, have force only when the specific level of protection provided by implementation privacy parameters are meaningful and when the formal unit of protection corresponds to real-world entities with meaningful privacy interests. Moreover, when a system embeds a weak implementation of a protection mechanism at its core, compliance with other privacy principles, such as privacy-by-design, may offer little value.
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APPENDIX: REPRODUCIBILITY

The following R code is sufficient to replicate the results in table 1:

```
r
#minimum reported failure rate in memory is .2 per errors GB/day
rate_GBday_wikipedia <- 0.2
# assumed quantity that new data remains resident in memory for 1 second
newdata_Gb_sec <- 1E9
# p value for randomized response from Wang et al. 2016
randp <- function(eps) {
  exp(eps)/(1+exp(eps))
}
# predicted bit errors per day
dayerr <- function(eps, flow = newdata_Gb_sec ) {
  res <- (1-randp(eps)) * flow * 60 * 60 * 24
  res
}
# find epsilon with 5% change of observed error in an hour
optim(par=8, fn=function(x) {abs(.05-dayerr(eps=x)/24)}, method="Brent", lower=.1, upper=42)
# find epsilon for a given bits/day error rate
optim(par=8, fn = function(x) {abs(rate_GBday_wikipedia - dayerr(eps=x))), method="Brent", lower=.1, upper=42)
```
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